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Abstract

Inferring a diffusion equation from discretely-observed mea-
surements is a statistical challenge of significant importance
in a variety of fields, from single-molecule tracking in bio-
physical systems to modeling financial instruments. Assuming
that the underlying dynamical process obeys a d-dimensional
stochastic differential equation of the form

dxt = b(xt)dt+Σ(xt)dwt,

we propose neural network-based estimators of both the drift b
and the spatially-inhomogeneous diffusion tensor D = ΣΣT

and provide statistical convergence guarantees when b and
D are s-Hölder continuous. Notably, our bound aligns with
the minimax optimal rate N− 2s

2s+d for nonparametric func-
tion estimation even in the presence of correlation within
observational data, which necessitates careful handling when
establishing fast-rate generalization bounds. Our theoretical
results are bolstered by numerical experiments demonstrat-
ing accurate inference of spatially-inhomogeneous diffusion
tensors.

1 Introduction
The dynamical evolution of a wide variety of natural pro-
cesses, from molecular motion within cells to atmospheric
systems, involves an interplay between deterministic forces
and noise from the surrounding environment. While it is
possible to observe time series data from such systems, in
general the underlying equation of motion is not known an-
alytically. Stochastic differential equations offer a powerful
and versatile framework for modeling these complex sys-
tems, but inferring the deterministic drift and diffusion ten-
sor from time series data remains challenging, especially in
high-dimensional settings. Among the many strategies pro-
posed (Crommelin and Vanden-Eijnden 2011; Frishman and
Ronceray 2020; Nickl 2022), there are few rigorous results
on the optimality and convergence properties of estimators
of, in particular, spatially-inhomogeneous diffusion tensors.

Many numerical algorithms have been proposed to in-
fer the drift and diffusion, accommodating various settings,
including one-dimensional (Sura and Barsugli 2002; Pa-
paspiliopoulos et al. 2012; Davis and Buffett 2022) and mul-
tidimensional SDEs (Pokern, Stuart, and Vanden-Eijnden
*GMR acknowledges support from a Google Research Scholar
Award.

2009; Frishman and Ronceray 2020; Crommelin and Vanden-
Eijnden 2011). Also, the statistical convergence rate has
been extensively studied for both the one-dimensional
case (Dalalyan 2005; Dalalyan and Reiß 2006; Pokern, Stu-
art, and van Zanten 2013; Aeckerle-Willems and Strauch
2018) and the multidimensional cases (Van der Meulen, Van
Der Vaart, and Van Zanten 2006; Dalalyan and Reiß 2007;
van Waaij and van Zanten 2016; Nickl and Söhl 2017; Nickl
and Ray 2020; Oga and Koike 2021; Nickl 2022). For para-
metric estimators using a Fourier or wavelet basis, the statis-
tical limits of estimating the spatially-inhomogeneous diffu-
sion tensor have been rigorously characterized (Hoffmann
1997, 1999a). However, strategies based on such decompo-
sitions do not scale to high-dimensional problems, which
has motivated the investigation of neural networks as a more
flexible representation of the SDE coefficients (Han, Jentzen,
and E 2018; Rotskoff, Mitchell, and Vanden-Eijnden 2022;
Khoo, Lu, and Ying 2021; Li et al. 2021).

Thus, we consider the nonparametric neural network esti-
mator (Suzuki 2018; Oono and Suzuki 2019; Schmidt-Hieber
2020) as our ansatz function class, which has achieved great
success in estimating SDE coefficients empirically (Xie et al.
2007; Zhang et al. 2018; Han, Jentzen, and E 2018; Wang
et al. 2022; Lin, Li, and Ren 2023). We aim to build statis-
tical guarantees for such neural network-based estimators.
The most related concurrent work is (Gu et al. 2023), where
the authors provide a convergence guarantee for the neural
network estimation of the drift vector and the homogeneous
diffusion tensor of an SDE by solving appropriate super-
vised learning tasks. However, their approach assumes that
the data observed along the trajectory are independently and
identically distributed from the stationary distribution. Ad-
ditionally, the generalization bound used in (Gu et al. 2023)
is not the fast rate generalization bound (Bartlett, Bousquet,
and Mendelson 2005; Koltchinskii 2006), resulting in a sub-
optimal final guarantee. Therefore, we seek to bridge the
gap between the i.i.d. setting and the non-i.i.d. ergodic set-
ting using mixing conditions and extend the algorithm and
analysis to the spatially-inhomogeneous diffusion estimation.
We show that neural estimators have the ability to achieve
standard minimax optimal nonparametric function estimation
rates even when the data are non-i.i.d.
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1.1 Contribution
In this paper, we construct a fast-rate error bound for estimat-
ing a multi-dimensional spatially-inhomogeneous diffusion
process based on non-i.i.d ergodic data along a single trajec-
tory. Our contributions are as follows:
• We derive for neural network-based diffusion estimators

a convergence rate that matches the minimax optimal
nonparametric function estimation rate for the s-Hölder
continuous function class (Tsybakov and Zaiats 2009);

• Our analysis explores the β-mixing condition to address
the correlation present among observed data along the
trajectory, making our result readily applicable to a wide
range of ergodic diffusion processes;

• We present numerical experiments, providing empirical
support for our derived convergence rate and facilitating
further applications of neural diffusion estimators in vari-
ous contexts with theoretical assurance.

Our theoretical bound depicts the relationships between the
error of nonparametric regression, numerical discretization,
and ergodic approximation, and provides a general guideline
for designing data-efficient, scale-minimal, and statistically-
optimal neural estimators for diffusion inference.

1.2 Related Works
Inference of diffusion processes from data The problem
of inferring the drift and diffusion coefficients of an SDE
from data has been studied extensively in the literature. The
setting with access to the whole continuous trajectory is stud-
ied by (Dalalyan and Reiß 2006, 2007; Strauch 2015, 2016;
Nickl and Ray 2020; Rotskoff and Vanden-Eijnden 2019),
in which the diffusion tensor can be exactly identified using
quadratic variation arguments, and thus only the drift infer-
ence is considered. Many works focus on the numerical recov-
ery of both the drift vector and the diffusion tensor in the more
realistic setting when only discrete observations are avail-
able, including methods based on local linearization (Ozaki
1992; Shoji and Ozaki 1998), martingale estimating func-
tions (Bibby and Sørensen 1995), maximum likelihood esti-
mation (Pedersen 1995; Aı̈t-Sahalia 2002), and Markov chain
Monte Carlo (Elerian, Chib, and Shephard 2001). We refer
readers to (Sørensen 2004; López-Pérez, Febrero-Bande, and
González-Manteiga 2021) for an overview of parametric ap-
proaches. A spectral method that estimates the eigenpairs of
the Markov semigroup operator is proposed in (Crommelin
and Vanden-Eijnden 2011), and a nonparametric Bayesian
inference scheme based on the finite element method is stud-
ied in (Papaspiliopoulos et al. 2012). As for the statistical
convergence rate of the drift and diffusion inference, a line of
pioneering works is by (Hoffmann 1997, 1999a,b), where the
minimax convergence rate of the one-dimensional diffusion
process is derived for Besov spaces and matched by adap-
tive wavelet estimators. Alternative analyses mainly follow
a Bayesian methodology, with notable results by (Nickl and
Söhl 2017; Nickl and Ray 2020; Nickl 2022) in both high-
and low-frequency schemes.

Solving high-dimensional PDEs with deep neural net-
works The curse of dimensionality has stymied efforts to

solve high-dimensional partial differential equations (PDEs)
numerically. However, deep learning has demonstrated re-
markable flexibility and adaptivity in approximating high-
dimensional functions, which indeed has led to significant
advances in computer vision and natural language processing.
Recently, a series of works (Han, Jentzen, and E 2018; Yu
et al. 2018; Karniadakis et al. 2021; Khoo, Lu, and Ying
2021; Long et al. 2018; Zang et al. 2020; Kovachki et al.
2021; Lu, Jin, and Karniadakis 2019; Li et al. 2022; Rotskoff,
Mitchell, and Vanden-Eijnden 2022) have explored solving
PDEs with deep neural networks, achieving impressive re-
sults for a diverse collection of tasks. These approaches rely
on representing PDE solutions using neural networks, and
various schemes propose different loss functions to obtain
a solution. For instance, (Han, Jentzen, and E 2018) uses
the Feynman-Kac formulation to convert PDE solving into a
stochastic control problem, (Karniadakis et al. 2021) solves
the PDE minimizing the strong form, while (Zang et al. 2020)
solves weak formulations of PDEs with an adversarial ap-
proach.

Theoretical guarantees for neural network-based PDE
solvers Statistical learning theory offers a powerful toolkit
to prove theoretical convergence results for PDE solvers
based on deep learning. For example, (Weinan and Woj-
towytsch 2022; Chen, Lu, and Lu 2021; Marwah, Lipton,
and Risteski 2021; Marwah et al. 2022) investigated the
regularity of PDEs approximated by neural networks and
(Nickl, van de Geer, and Wang 2020; Duan et al. 2021; Lu
et al. 2021; Hütter and Rigollet 2021; Lu, Blanchet, and
Ying 2022) consider the statistical convergence rate of var-
ious machine learning-based PDE solvers. However, most
of these optimality results are based on concentration results
that assume the sampled data are independent and identi-
cally distributed. This i.i.d. assumption is often violated in
various financial and biophysical applications, for example,
time series prediction, complex system analysis, and signal
processing. Among many possible relaxations to this i.i.d. set-
ting, the scenario, where data are drawn from a strong mixing
process, has been widely adopted (Bradley 2005). Inspired by
the first work of this kind (Yu 1994), many authors exploited
a set of mixing concepts such as α-mixing (Zhang 2004;
Steinwart and Christmann 2009), β- and ϕ-mixing (Mohri
and Rostamizadeh 2008, 2010; Kuznetsov and Mohri 2017;
Ziemann, Sandberg, and Matni 2022), and C-mixing (Hang
and Steinwart 2017). We refer readers to (Hang et al. 2016)
for an overview of this line of research.

Notations We will use ≲ and ≳ to denote the inequality up
to a constant factor and ≍ the equality up to a constant factor.

Definition 1 (Hölder space). We denote the Hölder space of
order s ∈ R with constant M > 0 by Cs(Rd,M), i.e.

Cs(Rd,M) =

{
f : Rd → R

∣∣∣∣∑
|α|<s

∥∂αf∥∞ +
∑

|α|=⌊s⌋

sup
x ̸=y

|∂αf(x)− ∂αf(y)|
|x− y|s−⌊s⌋ < M

}
.



2 Problem Setting
Suppose we have access to a sequence of N discrete posi-
tion snapshots (xkτ )

N
k=0 along a single trajectory (xt)0≤t≤T ,

where the time step τ = T/N and (xt)t≥0 is the solution to
the following Itô stochastic differential equation:

dxt = b(xt)dt+Σ(xt)dwt, (1)

where b : Rd → Rd, Σ : Rd → Rd×r, and (wt)t≥0 is
an r-dimensional Wiener process. We refer the vector field
b(x) as the drift vector, and define the diffusion tensor as
D(·) = 1

2Σ(·)Σ(·)
⊤. As noted in (Lau and Lubensky 2007),

any interpolation between the Itô convention and other con-
ventions for stochastic calculus can be transformed into the
Itô convention by an additional term to the drift vector, and
therefore, we work with the Itô convention throughout this
paper1.
Remark 1. Our focus on the inhomogeneity in the space
variable stems from the fact that when the SDE coefficients
are time-dependent, it becomes very challenging to infer them
from a singular observational trajectory, i.e. with only one
observation at each time point and we would leave this case
with multiple trajectories for future work.

For simplicity, we will be working on Ω = [0, 1)d with
periodic boundaries, i.e. the d-dimensional torus Ω̃ = Rd/Zd.
Points on the torus Ω̃ are represented by x̃, where ·̃ denotes
the canonical map and x ∈ Rd is a representative of the
equivalence class x̃. The Borel σ-algebra on Ω̃ coincides
with the sub-σ algebra of 1-periodic Borel sets of Rd. We
refer readers to (Papanicolau, Bensoussan, and Lions 1978)
for further mathematical details of homogenization with tori.
We further assume the drift and diffusion coefficients in (1)
satisfy the following regularity assumptions:
Assumption 2a (Periodicity). b(x), Σ(x), and D(x) are
1-periodic for all variables.
Remark 2. This assumption is primarily for simplicity, and
has been adopted in many previous works on the statistical
inference of SDE coefficients, e.g. (Nickl and Ray 2020). This
allows us to bypass the technicalities concerning boundary
conditions, which might detract from our main contributions.
Assumption 2b (Hölder-smoothness). Each entry
bi(x),Σij(x), Dij(x) ∈ Cs(Rd,M) for some s ≥ 2 and
M > 0.
Assumption 2c (Uniform ellipticity). It holds that r ≥ d
and there exists a constant c > 0 such that D(x) ≻ cI ,
i.e.
∑d

i,j=1 Dij(x)ξiξj ≥ c∥ξ∥2 for any ξ ∈ Rd, holds uni-
formly for any x ∈ Rd.
Remark 3. This uniform ellipticity is commonly assumed
across the analysis of the Fokker-Planck equation. It guaran-
tees the Fokker-Planck equation has a unique strong solution

1The Itô convention along with others represent different methods
to extend the Riemann integral to stochastic processes. Roughly
speaking, Ito uses the left endpoint of the interval for functional
value in the Riemann sum. We adopt the Itô convention due to sev-
eral martingale properties it introduces which are mathematically
convenient for statements and proofs.

with regularity properties that are essential for the analysis
of asymptotic behavior and numerical approximation of the
solution. We refer readers to (Stroock and Varadhan 1997;
Bogachev et al. 2022) for more detailed discussions.

Since b(x) and Σ(x) are 1-periodic, the process (xt)t≥0

in (1) can thus be viewed as a process (x̃t)t≥0 := (x̃t)t≥0

on the torus Ω̃. Denote the transition kernel of the process
xt by Pt(x, ·) := P(xt ∈ ·|x0 = x), the transition kernel of
the corresponding process x̃t satisfies:

P̃t(x̃, ·) =
∑

k=(k1,··· ,kd)∈Zd

Pt

(
x, ·+

d∑
i=1

kiei

)
, (2)

where ei is the i-th standard basis vector in Rd. When no
confusion arises, we will use x̃ to denote its representative in
the fundamental domain Ω in the following.

3 Spatially Inhomogeneous Diffusion
Estimator

In this section, we aim to build neural estimators of both the
drift and diffusion coefficients based on a sequence of N
discrete observations (xkτ )

N
k=0 along a single trajectory of

the SDE (1). A straightforward neural drift estimator allows
us to subsequently construct a simple neural estimator of the
diffusion tensor. In what follows, we introduce and prove
the convergence of these neural estimators. Without loss of
generality, we assume τ ≤ 1 and T ≥ 1, and denote the
σ-algebra generated by all possible sequences (xkτ )

N
k=0 as

Fτ,N (b, D).

3.1 Neural Estimators
We define Lb

T (b̂) and LD
T (D̂) as the objective function for

drift and diffusion estimation, respectively, by noticing that
the ground truth drift vector b can be represented as the
minimizer of the following objective function as the time
step τ → 0 and the time horizon T → ∞:

Lb
T (b̂; (xt)0≤t≤T ) :=

1

T

∫ T

0

∥∥∥∥b̂(xt)−
1

τ
∆xt

∥∥∥∥2
2

dt, (3)

where ∆xt = xt+τ − xt. With the ground truth drift vector
b, the ground truth diffusion tensor can also be represented as
the minimizer of the following objective function as τ → 0
and T → ∞:
LD
T (D̂; (xt)0≤t≤T , b) :=

1

T

∫ T

0

∥∥∥∥D̂(xt)−
(∆xt − b(xt)τ) (∆xt − b(xt)τ)

⊤

2τ

∥∥∥∥2
F

dt,

(4)
where ∥ · ∥F is the Frobenius norm of a matrix.

Based on the discussions in the last section, we will only es-
timate the value of b̂ and D̂ in the fundamental domain Ω and
then extend it to the whole space by periodicity. Therefore, us-
ing our data (xkτ )

N
k=0 as quadrature points, we approximate

the objective function for drift estimation (3) as:

L̃b
N (b̂; (xkτ )

N
k=0) :=

1

N

N−1∑
k=0

∥∥∥∥x(k+1)τ − xkτ

τ
− b̂(x̃kτ )

∥∥∥∥2
2

,

(5)



and the objective function for diffusion estimation (4) as

L̃D
N (D̂; (xkτ )

N
k=0, b) :=

1

N

N−1∑
k=0∥∥∥∥∥ (∆xkτ − b(x̃kτ )τ) (∆xkτ − b(x̃kτ )τ)

⊤

2τ
− D̂(x̃kτ )

∥∥∥∥∥
2

F

.

(6)
We will refer to L̃b

N (b̂; (xkτ )
N
k=0) and L̃D

N (D̂; (xkτ )
N
k=0, b)

as the estimated empirical loss for drift and diffusion estima-
tion, respectively.

Algorithm 1 Diffusion inference within function class G

1: Find the drift estimator

b̂ := argmin
b̄∈Gd

L̃b
N (b̄; (xkτ )

N
k=0);

2: Find the diffusion estimator

D̂ := argmin
D̄∈Gd×d

L̃D
N (D̄; (xkτ )

N
k=0, b̂),

where b̂ is the drift estimator obtained in the first step as
an approximation for the ground truth b.

We then parametrize the drift vector and the diffusion
tensor within a hypothesis function class G and solve for
the estimators by optimizing the corresponding estimated
empirical loss, as in Algorithm 1. Following foundational
works including (Oono and Suzuki 2019; Schmidt-Hieber
2020; Chen et al. 2022), we adopt sparse neural networks
N(L,p, S,M) as our hypothesis function class G, which
is defined as follows. A neural network with depth L and
width vector p = (p0, · · · , pL+1) has the following form
f : Rp0 → RpL+1 with

x 7→ f(x) = WL(σ(WL−1(· · ·σ(W0x−w1) · · · )−wL)),
(7)

where Wi ∈ Rpi+1×pi are the weight matrices, wi ∈ Rpi

are the shift vectors, and σ(·) is the element-wise ReLU acti-
vation function. We also bound all parameters in the neural
network by unity as in (Schmidt-Hieber 2020; Suzuki 2018).
Definition 3 (Sparse neural network). Let N(L,p, S,M) be
the function class of ReLU-activated neural networks with
depth L and width p that has at most S non-zero entries
with the function value uniformly bounded by M and all
parameters bounded by 1, i.e.

N(L,p, S,M) =

{
f(x) has the form of (7)

∣∣∣∣
L∑

i=0

∥Wi∥0 +
L∑

i=1

∥wi∥0 ≤ S, ∥f∥∞ ≤ M

max
i=0,··· ,L

∥Wi∥∞ ∨ max
i=1,··· ,L

∥wi∥∞ ≤ 1

}
,

where ∥ · ∥0 is the number of non-zero entries of a matrix
(or a vector) and ∥ · ∥∞ is the maximum absolute value of a
matrix (or a vector).

Since we are using the neural network for nonparametric
estimation in Ω ⊂ Rd, we will assume p0 = d and pL+1 = 1
in the following discussion.

3.2 Ergodicity
Optimal convergence rates of neural network-based PDE
solvers, as showcased in (Nickl, van de Geer, and Wang
2020; Lu et al. 2021; Gu et al. 2023), are typically estab-
lished under the assumption of data independence. However,
the presence of time correlations in the observational data
(xkτ )

N
k=0 from a single trajectory significantly complicates

the task of setting an upper bound for the convergence of the
neural estimators obtained by Algorithm 1. In this context, we
fully explore the ergodicity of the diffusion process, bound
the ergodic approximation error by the β-mixing coefficient,
and show that the exponential ergodicity condition, which is
naturally satisfied by a wide range of diffusion processes, is
sufficient for the fast rate convergence of the proposed neural
estimators.

We first introduce the definition of exponential ergodicity:
Definition 4 (Exponential ergodicity (Down, Meyn, and
Tweedie 1995)). A diffusion process (Xt)t≥0 with domain
Ω is uniformly exponential ergodic if there exists a unique
stationary distribution µ that for any x ∈ Ω,

∥Pt(x, ·)− µ∥TV ≤ Mµ(x) exp(−Cµt),

where Mµ(x), Cµ > 0.
As a direct consequence of (Papanicolau, Bensoussan, and

Lions 1978, Theorem 3.2) and the compactness of the torus
Ω̃, we have the following result:
Proposition 1 (Exponential ergodicity of (x̃t)t≥0). The dif-
fusion process (x̃t)t≥0, the image of (xt)t≥0 in (1) under the
quotient map, is uniformly exponential ergodic with respect
to a unique stationary distribution Π̃ on the torus Ω̃ under
Assumptions 2a, 2b, and 2c. Especially, there exist constants
MΠ̃, CΠ̃ > 0 that only depend on c, b, and D, such that for
any x̃ ∈ Ω,

∥P̃t(x̃, ·)− Π̃∥TV ≤ MΠ̃ exp(−CΠ̃t).

See (Kulik 2017) for further discussions and required reg-
ularities for this property beyond the torus setting.

The ergodicity of stochastic processes is closely related to
the notion of mixing conditions, which quantifies the “asymp-
totic independence” of random sequences. One of the most
utilized mixing conditions for stochastic processes is the
following β-mixing condition:
Definition 5 (β-mixing condition (Kuznetsov and Mohri
2017)). The β-mixing coefficient of a stochastic process
(Xt)t≥0 with respect to a probability measure µ is defined as

β(t; (Xt)t≥0, µ) := sup
s≥0

EFt
0

[
∥µ− P∞

t+s(·|F t
0)∥TV

]
,

where Fb
a is the σ-algebra generated by (Xt)a≤t≤b, and Pb

a is
the law of (Xt)a≤t≤b. Especially, when β(t; (Xt)t≥0,Π) ≤
Mβ exp(−Cβt) for some constants Mβ, Cβ > 0, we say Xt

is geometrically β-mixing with respect to µ.



By taking µ as the stationary distribution Π̃ in the defini-
tion above, the proposition follows:
Proposition 2 (β-mixing condition of (x̃t)t≥0).
β(t; (x̃t)t≥0, Π̃) ≤ MΠ̃ exp(−CΠ̃t), i.e. x̃t is geomet-
rically β-mixing with respect to Π̃.

We will denote the pushforward of the invariant measure
Π̃ under the following inverse of the canonical map ι−1 :

Ω̃ → Ω also as Π̃.

3.3 Convergence Guarantee
In this section, we describe the main upper bound for the
neural estimators in Algorithm 1. We also present a theoreti-
cal guarantee for drift and diffusion estimation in Theorem 3
and 4, respectively. Our main result shows that estimating the
drift and diffusion tensor can achieve the standard minimax
optimal nonparametric function estimation convergence rate,
even with non-i.i.d. data.

Due to the ergodic theorem (Kulik 2017, Theorem 5.3.3)
under the exponential ergodicity condition and the prop-
erty of Itô process, the bias part of the objective functions
Lb
T (b̂; (xt)0≤t≤T ) and LD

T (D̂; (xt)0≤t≤T , b) for drift and
diffusion estimation as defined in (3) and (4) converge to

Lb
Π̃
(b̂) := Ex̃∼Π̃

[
∥b̂(x̃)− b(x̃)∥22

]
and LD

Π̃
(D̂) := Ex̃∼Π̃

[
∥D̂(x̃)−D(x̃)∥2F

]
,

(8)

as τ → 0 and T → ∞, which we will refer to as the pop-
ulation loss for drift and diffusion estimation, respectively.
Our convergence guarantee is thus built on these population
losses.
Theorem 3 (Upper bound for drift estimation in
N(L,p, S,M)). Suppose the drift vector b ∈ Cs(Ω,M),
and the hypothesis class G = N(L,p, S,M) with

K ≍ T
d

2s+d , L ≲ logK, ∥p∥∞ ≲ K, S ≲ K logK.

Then with high probability the minimizer b̂ obtained by Algo-
rithm 1 satisfies

E(xkτ )Nk=0∼Fτ,N (b,D)

[
Lb
Π̃
(b̂)
]
≲ T− 2s

2s+d log3 T + τ.

Theorem 4 (Upper bound for diffusion estimation in
N(L,p, S,M)). Suppose the diffusion tensor D ∈
Cs(Ω,M), and the hypothesis class G = N(L,p, S,M) with

K ≍ N
d

2s+d , L ≲ logK, ∥p∥∞ ≲ K, S ≲ K logK.

Then with high probability the minimizer D̂ obtained by
Algorithm 1 satisfies

E(xkτ )Nk=0∼Fτ,N (b,D)

[
LD
Π̃
(D̂)

]
≲ N− 2s

2s+d log3 N+τ+
log2 N

T
.

(9)

Remark 4. In this remark, we explain the meaning of each
term in the convergence rate (9):

• The term N− 2s
2s+d log3 N matches the standard minimax

optimal rate N− 2s
2s+d up to an extra poly(log n) factor.

This is characteristic of performing nonparametric re-
gression for s-Hölder continuous functions with N noisy
observations (Tsybakov and Zaiats 2009). This is differ-
ent from the drift estimation (Theorem 3) in which the
nonparametric dependency is on T instead of N with a
further log2 N

T term which is discussed below.
• The term τ represents a bias term that arises due to the

finite resolution of the observations (xkτ )
N
t=0. Specifically,

this term encapsulates the error incurred while approx-
imating the objective function LD

T (D̂; (xt)0≤t≤T , b) by
the estimated empirical loss L̃D

N (D̂; (xkτ )
N
k=0, b̂) with

numerical quadrature and finite difference computations;
• The term log2 N

T quantifies the error in approximating
the population loss LD

Π̃
(D̂) by the objective function

LD
T (D̂; (xt)0≤t≤T , b) by applying the ergodic theorem

up to time horizon T . This term essentially signifies the
portion of the domain that the trajectory has not yet tra-
versed. Refs. (Hoffmann 1997, 1999a) only provide guar-
antee for LD

T (D̂; (xt)0≤t≤T , b) and thus this term is not
included.

3.4 Proof Sketch
In this section, we omit the dependency of the losses on the
data (xkτ )

N
k=0 for notational simplicity.

To obtain a unified proving approach for both drift and dif-
fusion estimation, it is useful to think of our neural estimator
as a function regressor with imperfect supervision signals.
We consider an estimator ĝ ∈ G of an arbitrary function g0 as
the ground truth obtained by minimizing over the estimated
empirical loss

L̃g0

N (ĝ) =
1

N

N−1∑
k=0

(
g0(x̃kτ ) + ∆Zkτ − ĝ(x̃kτ )

)2
, (10)

where the supervision signal is polluted by the noise given by
∆Zkτ = Z(k+1)τ−Zkτ , with Zt being an Ft-adapted contin-
uous semimartingale. Following Doob’s decomposition, we
write Zt = At +Mt, where (At)t≥0 is a continuous process
with finite variation and is deterministic on [kτ, (k + 1)τ ]
conditioned on Fkτ

0 as

At =

N−1∑
k=0

(
E
[
Zt∧(k+1)τ | Ft∧kτ

]
− Zt∧kτ

)
and (Mt)t≥0 forms a local martingale as

Mt =

N−1∑
k=0

(
Zt∧(k+1)τ − E

[
Zt∧(k+1)τ | Ft∧kτ

])
.

The population loss Lg0

Π̃
(ĝ) can also be similarly defined

as in (8). Additionally, we define the empirical loss for the
estimator ĝ as

L̂g0

N (ĝ) :=
1

N

N−1∑
k=0

(
g0(x̃kτ )− ĝ(x̃kτ )

)2
.



In our proof, we first show that as long as the following
two conditions hold for the noise (∆Zkτ )

N
k=0, the minimax

optimal nonparametric function estimation rate would be
achieved:
Assumption 6. For any k, the continuous finite variation
process (At)t≥0 satisfies

E

[
1

N

N−1∑
k=0

(∆Akτ )
2

]
≤ CAτ.

Assumption 7. For some γ ≤ 1, the local martingale
(Mt)t≥0 satisfies

max
k

∣∣E [∆ ⟨M⟩kτ
∣∣Fkτ

0

]∣∣ ≤ CMτ−γ ,

where ⟨·⟩ denotes the quadratic variation.
Remark 5. Based on the noise decomposition ∆Zkτ =
∆Akτ+∆Mkτ , the term ∆Akτ can be intuitively understood
as the bias of the data. This bias is caused by the numerical
scheme employed for computing g0kτ . On the other hand, the
term ∆Mkτ represents the martingale noise added to the
data, which can be considered analogous to the i.i.d. noise
in the common nonparametric estimation settings. Assump-
tion 6 essentially implies that the estimator ĝ is consistent,
for its expectation converges to g0 as τ → 0. Meanwhile,
Assumption 7 assumes that the variance of the noise present
in the data is at most of order O(τ−1).

To overcome the correlation of the observed data, we adopt
the following sub-sampling technique as in (Yu 1994; Mohri
and Rostamizadeh 2008; Hang and Steinwart 2017): For a
sufficiently large l ≥ 1 such that N = nl2, we split the
original N correlated samples SN := (xkτ )

N
k=0 into l sub-

sequences Sn
(a) := (x(kl+a)τ )

n−1
k=0 for a = 0, · · · , l − 1. The

main idea of this technique is that under fast β-mixing condi-
tions, each sub-sequence can be treated approximately as n
i.i.d. samples from the distribution Π̃ to which the classical
generalization results may apply, with an error that can be
controlled by the mixing coefficient via the following lemma:
Lemma 5 ((Kuznetsov and Mohri 2017, Proposition 2)).
Let h be any function on Ω̃n with −M1 ≤ h ≤ M2 for
M1,M2 ≥ 0. Then for any 0 ≤ a ≤ l − 1, we have∣∣∣ES̃n

Π̃
∼Π̃⊗n

[
h(S̃n

Π̃
)
]
− E

[
h(S̃n

(a))
]∣∣∣ ≤ (M0 +M1)nβ(lτ),

where the second expectation is taken over the sub-σ-algebra
of FT

0 generated by the sub-sequence Sn
(a) = (x(kl+a)τ )

n−1
k=0

and S̃n
(a) := (x̃(kl+a)τ )

n−1
k=0 .

Based on Lemma 5, we derive the following fast rate gen-
eralization bound via local Rademacher complexity argu-
ments (Bartlett, Bousquet, and Mendelson 2005; Koltchinskii
2006). The proof is shown in Appendix A.1.
Theorem 6. Let N = nl. Suppose the localized Rademacher
complexity satisfies

RN ({ℓ ◦ g|g ∈ G,EΠ[ℓ ◦ g] ≤ r}) ≤ ϕ(r),

2Here we assume N is divisible by l without loss of generality.

where ϕ(r) is a sub-root function3 and RN (F) is the
Rademacher complexity of a function class F with respect to
N i.i.d. samples from the stationary distribution Π̃, i.e.

RN (F) = E(X̃i)Ni=1∼Π̃⊗N ,σ∼Unif({±1}N )

[
sup
f∈F

1

N

N∑
i=1

σif(X̃i)

]
.

(11)
Let r∗ be the unique solution to the fixed-point equation

ϕ(r) = r. Then for any δ > Nβ(lτ) and ϵ > 0, we have
with probability 1− δ for any g ∈ G,

Lg0

Π̃
(ĝ) ≤ 1

1− ϵ
L̂g0

N (ĝ)+
176

M2ϵ
r∗+

(44ϵ+ 104)M2 log
(

l
δ′

)
ϵn

,

(12)
where δ′ = δ −Nβ(lτ).

Bias and noise in the objective function certainly affect
the optimization. Thus, we need to seek an oracle-type in-
equality for the expectation of the population loss L̂g0

N (ĝ)
over the data, which is proved in Appendix A.2. The main
technique is a uniform martingale concentration inequality
(cf. Lemma 12).
Theorem 7. Suppose G is separable with respect to the L∞

norm with ρ-covering number N (ρ,G, ∥ · ∥∞) ≥ 2. Then
under Assumption 6 and 7, we have

E
[
L̂g0

N (ĝ)
]
≤ 1 + ϵ

1− ϵ
inf
ḡ∈G

E
[
L̂g0

N (ḡ)
]
+

3CA

ϵ
τ

+
12CM logN (ρ,G, ∥ · ∥∞)

ϵNτγ
+ 2

√
4CMρ2 log 2

Nτγ
,

where the expectation is taken over the sub-σ-algebra of
FT

0 generated by the trajectory (xkτ )
N
k=0 from which ĝ is

constructed by minimizing over the estimate empirical loss
L̃g0

N (ĝ; (xkτ )
N
k=0).

Especially, when we choose the hypothesis class G as
the sparse neural network class N(L,p, S,M) and combine
Theorem 6 and Theorem 7, we have the following theorem
with the proof given in Appendix A.3:
Theorem 8. Suppose Assumption 6 and 7 are satisfied and
the ground truth g0 ∈ Cs(Ω,M), and the hypothesis class
G = N(L,p, S,M) with

K ≍ (N(τγ ∧ 1))
d

2s+d , L ≲ logK,

∥p∥∞ ≲ K, S ≲ K logK.

Then with high probability the minimizer ĝ obtained by mini-
mizing the estimated empirical loss L̃g0

N (ĝ; (xkτ )
N
k=0) satis-

fies

E
[
Lg0

Π̃
(ĝ)
]
≲ (N(τγ ∧ 1))

− 2s
2s+d log3(N(τγ∧1))+τ+

log2 N

Nτ
,

(13)
where the expectation has the same interpretation as in The-
orem 7.

With Theorem 8, the detailed proofs of Theorem 3 and 4
are given in Appendix B.1 and B.2, respectively.
3A sub-root function ϕ(r) is a function ϕ : R+ → R+ that is
non-negative, non-decreasing function, satisfying that ϕ(r)/

√
r is

non-increasing for r > 0.



(a) τ = 10−3 with varying N and T (b) T = 103 with varying N and τ

Figure 1: Numerical results of the proposed neural diffusion estimator are consistent with the scaling expected from the theoretical
bound. We probe this by varying N and T = Nτ with fixed lag time τ and also by varying N and τ = T/N with fixed time
horizon T .

4 Experiments
In this section, we present numerical results on a two-
dimensional example, to illustrate the accordance between
our theoretical convergence rates and those of our proposed
neural diffusion estimator. Consider the following SDE in
R2:

dxt = f(xt)∇f(xt)dt+ f(xt)dwt, (14)

where
f(x) = 1 +

1

2
cos(2π(x1 + x2)),

i.e. b(x) = f(x)∇f(x) and D(x) = f(x)2

2 I , where I is the
2× 2 identity matrix. Then it is straightforward to verify that
this diffusion process satisfies Assumption 2a, 2b, and 2c with
smoothness s = ∞. Our goal is to estimate the value of the
function f(x) within Ω = [0, 1)2. We employ Algorithm 1
for estimating both b(x) and D(x) with separate neural net-
works and treat them entirely independently in the inference
task. One may also prove that the stationary distribution Π̃
of this diffusion process is given by the Lebesgue measure
on the two-dimensional torus, which makes evaluating errors
easier and more precise.

To impose the periodic boundary, we introduce an explicit
regularization term to our training loss

Lper(ĝ) = E(x,y)∼Unif(∂Ω2),x̃=ỹ

[
(ĝ(x)− ĝ(y))

2
]
,

approximated by L̂per(ĝ) with 1000 pairs of random samples
empirically. The final training loss is thus L̃N (ĝ)+λL̂per(ĝ),
where λ is a hyperparameter and ĝ can be either b̂ or D̂.

We first generate data using the Euler-Maruyama method
with a time step τ0 = 2 × 10−5 up to T0 = 104, and then
sub-sample data at varying time steps τ and time horizons
T for each experiment instance from this common trajectory.
We use a ResNet as our neural network structure with two
residual blocks, each containing a fully-connected layer with
a hidden dimension of 1000. Test data are generated by ran-
domly selecting 5 × 104 samples from another sufficiently
long trajectory, which are shared by all experiment instances.
The training process is executed on one Tesla V100 GPU.

According to our theoretical result (Theorem 4), the con-
vergence rate of this implementation should be approximately
of order N−1 + τ + T−1 up to log terms. We thus consider
two schemes in our experiment. The first involves a fixed
time step τ = 10−3 with an expected rate of τ +N−1, and
the other maintains a fixed T = 103 with an expected rate
of N−1 + T−1. Each of the aforementioned instances is car-
ried out five times. Figure 1 presents the mean values along
with their corresponding confidence intervals from these runs.
Additionally, reference lines indicating the expected conver-
gence rate N−1 are shown in red. Both schemes roughly
exhibit the exponential decay phenomenon, aligning with
our theoretical expectations. As depicted in Figure 1a, the
decreasing rate of the test error decelerates as N exceeds a
certain threshold. This can be attributed to the fact that when
N and T are sufficiently large, the bias term τ arising from
the discretization becomes the dominant factor in the error.

5 Conclusion
The ubiquity of correlated data in processes modeled with
spatially-inhomogeneous diffusions has created substantial
barriers to analysis. In this paper, we construct and ana-
lyze a neural network-based numerical algorithm for esti-
mating multidimensional spatially-inhomogeneous diffusion
processes based on discretely-observed data obtained from
a single trajectory. Utilizing β-mixing conditions and local
Rademacher complexity arguments, we establish the con-
vergence rate for our neural diffusion estimator. Our upper
bound has recovered the minimax optimal nonparametric
function estimation rate in the common i.i.d. setting, even
with correlated data. We expect our proof techniques serve as
a model for general exponential ergodic diffusion processes
beyond the toroidal setting considered here. Numerical exper-
iments validate our theoretical findings and demonstrate the
potential of applying the neural diffusion estimators across
various contexts with provable accuracy guarantees. Extend-
ing our results to typical biophysical settings, e.g. compact
domains with reflective boundaries and motion blur due to
measurement error, could help establish more rigorous error
estimates for physical inference problems.
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A Detailed Proofs of Section 3.4
Besides L̂g0

N (ĝ) defined in the main text, we will use the following notation to denote the empirical loss over a sample set S
another than the sequence SN = (xkτ )

N
k=0,

L̂g0

|S|(ĝ;S) :=
1

|S|
∑

Xk∈S

(
g0(X̃k)− ĝ(X̃k)

)2
,

where applying ·̃ is to make sure each X̃k ∈ Ω̃. We will denote the squared loss (g−g0)2 by ℓ◦g, and adopt the shorthand notation
fkτ = f(x̃(kτ)) for any function f : Rd → R throughout this section for simplicity, when the sequence SN = (xkτ )

N
k=0 is

clear from the context.

A.1 Proof of Theorem 6
In the following, we use S̃n

Π̃
to denote a sample set consisting of n i.i.d. samples drawn from the distribution Π̃, i.e. S̃n

Π̃
=

{X̃1, X̃2, · · · , X̃n} ∼ Π̃⊗n.
To achieve the fast-rate generalization bound, we will make use of the following local Rademacher complexity argument:

Lemma 9 ((Bartlett, Bousquet, and Mendelson 2005, Theorem 3.3)). Let F be a function class and for each f ∈ F, M1 ≤ f ≤
M2 and VarΠ̃[f ] ≤ BEΠ̃[f ] hold. Suppose RN ({f ∈ F|EΠ̃[f ] ≤ r}) ≤ ϕ(r), where ϕ(r) is a sub-root function with a fixed
point r∗. Then with probability at least 1− δ, we have for any f ∈ F

EΠ̃[f ] ≤
1

1− ϵ

1

n

∑
X̃k∈S̃n

Π̃

f(X̃k) +
704

Bϵ
r∗ +

(11(M2 −M1)ϵ+ 26B) log 1
δ

ϵn
.

Remark 6. Compared with Rademacher complexity, the arguments of local Rademacher complexity enables adaptation to the
local quadratic geometry of the loss function and recovers the fast rate generalization bound (Bartlett, Bousquet, and Mendelson
2005). One of our contributions is showing how to adapt the local Rademacher arguments to the non-i.i.d data along the diffusion
process and providing near-optimal bounds for diffusion estimation.

For completeness, we also provide the proof of Lemma 5:

Proof of Lemma 5. Notice that each sub-sequence Sn
(a) = (x(kl+a))

n−1
k=0 is a sequence separated with time interval lτ . Then the

result follows directly from (Kuznetsov and Mohri 2017, Proposition 2) by setting the distribution Π and sub-sample Z(j) as Π̃
and Sn

(a), respectively.

Remark 7. Lemma 5 serves as a crucial tool for addressing the challenges presented by non-i.i.d. data points. To give an
intuitive explanation, consider the way we segment the initial observations, represented by SN = (xkτ )

N
k=0. We divide them into

l sub-sequences, denoted as Sn
(a) = (x(kl+a)τ )

n−1
k=0 , for a = 0, · · · , l− 1. In each of these sub-sequences, the observational gaps

are lτ , in contrast to the τ gap found in the initial sequence. By employing β-mixing and strategically choosing a sufficiently
large value for l, we can effectively treat each sub-sequence as though it follows an i.i.d. distribution. The accuracy of this
approximation is then determined by the mixing coefficient, as quantified in Lemma 5. With this setup, we can apply local
Rademacher arguments to the approximated i.i.d. sequences, paving the way for fast convergence rates.

With Lemma 5 and Lemma 9, we are ready to present the proof of Theorem 6.

Proof of Theorem 6. First, it is straightforward to check by Assumption 2b that for any x̃ ∈ Ω̃,

|ℓ ◦ g∗(x̃)− EΠ̃[ℓ ◦ g
∗(x̃)]| ≤ 4M2, (15)

and

VarΠ̃ [ℓ ◦ g∗] ≤ EΠ̃

[
(ℓ ◦ g∗)2

]
= EΠ̃

[(
g∗ − g0

)4] ≤ 4M2EΠ̃[ℓ ◦ g
∗], (16)

Applying Lemma 9 for f = ℓ ◦ ĝ with B = 4M2, M1 = 0, and M2 = 4M2, yields that with probability at least 1− δ′/l, we
have

Lg0

Π̃
(ĝ) ≤ 1

1− ϵ
L̂g0

n (ĝ; S̃n
Π̃
) +

176

M2ϵ
r∗ +

(
44 + 104

ϵ

)
M2 log

(
l
δ′

)
n

.



Now we split the empirical loss L̂g0

N (ĝ) into the mean of l empirical losses L̂g0

N (ĝ;Sn
(a)), where Sn

(a) are the sub-sequences of
SN = (xkτ )

N
k=0 obtained by sub-sampling:

Lg0

Π̃
(ĝ)− 1

1− ϵ
L̂g0

N (ĝ) =
1

N

N−1∑
k=0

(
Lg0

Π̃
(ĝ)− 1

1− ϵ
ℓ ◦ ĝ(x̃kτ )

)

=
1

l

l−1∑
a=0

(
Lg0

Π̃
(ĝ)− 1

1− ϵ

1

n

n−1∑
k=0

ℓ ◦ ĝ(x̃(kl+a)τ )

)

=
1

l

l−1∑
a=0

(
Lg0

Π̃
(ĝ)− 1

1− ϵ
L̂g0

n (ĝ;Sn
(a))

)
,

and for each summand, we apply Lemma 5 to the indicator function of the event
{
Lg0

Π̃
(ĝ)− 1

1−ϵ L̂
g0

n (ĝ;Sn
(a)) > α

}
and obtain

P
(
Lg0

Π̃
(ĝ)− 1

1− ϵ
L̂g0

n (ĝ;Sn
(a)) > α

)
≤ P

(
Lg0

Π̃
(ĝ)− 1

1− ϵ
L̂g0

n (ĝ; S̃n
Π̃
) > α

)
+ nβ(lτ).

Then let α = 176
M2ϵr

∗ +
(44+ 104

ϵ )M2 log( l
δ′ )

n , we have by the union bound

P
(
Lg0

Π̃
(ĝ)− 1

1− ϵ
L̂g0

N (ĝ) > α

)
≤ P

(
1

l

l−1∑
a=0

(
Lg0

Π̃
(ĝ)− 1

1− ϵ
L̂g0

n (ĝ;Sn
(a))

)
> α

)

≤
l−1∑
a=0

(
P
(
Lg0

Π̃
(ĝ)− 1

1− ϵ
L̂g0

n (ĝ;Sn
(a)) > α

))

≤
l−1∑
a=0

(
P
(
Lg0

Π̃
(ĝ)− 1

1− ϵ
L̂g0

n (ĝ; S̃n
Π̃
) > α

)
+ nβ(lτ)

)
≤ lP

(
Lg0

Π̃
(ĝ)− 1

1− ϵ
L̂g0

N (ĝ; S̃n
Π̃
) > α

)
+Nβ(lτ)

≤ δ′ +Nβ(lτ) = δ,

and the result follows.

A.2 Proof of Theorem 7

In this section, the expectiation E should be referred to as being taken over the sub-σ-algebra of FT
0 generated by the trajectory

(xkτ )
N
k=0 from which ĝ is constructed by minimizing over the estimate empirical loss L̃g0

N (ĝ; (xkτ )
N
k=0).

We first consider the following decomposition of the expectation of the empirical loss L̂g0

N (ĝ):

Lemma 10. For an arbitrary ḡ ∈ G, we have

E
[
L̂g0

N (ĝ)
]
≤ E

[
L̂g0

N (ḡ)
]
+

2

N
E

[
N−1∑
k=0

∆Akτ (ĝkτ − ḡkτ )

]
+

2

N
E

[
N−1∑
k=0

∆Mkτ

(
ĝkτ − g0kτ

)]
. (17)

Proof. By the definition of the estimator ĝ, we have L̃g0

N (ĝ; (xkτ )
N
k=0) ≤ L̃g0

N (ḡ; (xkτ )
N
k=0) for every possible sequence

(xkτ )
N
k=0. Recall that

L̃g0

N (g; (xkτ )
N
k=0) =

1

N

N−1∑
k=0

(
g0kτ +∆Zkτ − gkτ

)2
= L̂g0

N (g) +
2

N

N−1∑
k=0

∆Zkτ (g
0
kτ − gkτ ) +

1

N

N−1∑
k=0

(∆Zkτ )
2,



we have by taking expectation to both sides,

E
[
L̂g0

N (ĝ)
]
− E

[
L̂g0

N (ḡ)
]

=E
[
L̃g0

N (ĝ; (xkτ )
N
k=0)

]
+ E

[
2

N

N−1∑
k=0

∆Zkτ

(
ĝkτ − g0kτ

)]
− E

[
1

N

N−1∑
k=0

(∆Zkτ )
2

]

−E
[
L̃g0

N (ḡ; (xkτ )
N
k=0)

]
− E

[
2

N

N−1∑
k=0

∆Zkτ

(
ḡkτ − g0kτ

)]
+ E

[
1

N

N−1∑
k=0

(∆Zkτ )
2

]

≤ 2

N
E

[
N−1∑
k=0

∆Zkτ (ĝkτ − ḡkτ )

]
,

where we used the fact that the noise (∆Zkτ )
N−1
k=0 only depends on the ground truth g0 and the sequence (xkτ )

N
k=0.

Since (Mkτ )
N
k=0 forms a martingale, we have

E

[
N−1∑
k=0

∆Mkτ

(
ḡkτ − g0kτ

)]
= E

[
N−1∑
k=0

E
[
∆Mkτ

(
ḡkτ − g0kτ

)
|Fkτ

0

]]
= 0,

and thus

E

[
N−1∑
k=0

∆Zkτ (ĝkτ − ḡkτ )

]

=E

[
N−1∑
k=0

∆Akτ (ĝkτ − ḡkτ )

]
+ E

[
N−1∑
k=0

∆Mkτ (ĝkτ − ḡkτ )

]
+ E

[
N−1∑
k=0

∆Mkτ

(
ḡkτ − g0kτ

)]

=E

[
N−1∑
k=0

∆Akτ (ĝkτ − ḡkτ )

]
+ E

[
N−1∑
k=0

∆Mkτ

(
ĝkτ − g0kτ

)]
,

and the result follows.

Following Remark 5 in the main text, we will refer to the second term in the RHS of (17) as the bias term and the last as the
martingale noise term.

For the bias term, we have the following simple bound:
Lemma 11. For any ϵ > 0, we have

E

[
1

N

N−1∑
k=0

∆Akτ (ĝkτ − ḡkτ )

]
≤ ϵ

4
E
[
L̂g0

N (ĝ)
]
+

ϵ

2
E
[
L̂g0

N (ḡ)
]
+

3

2ϵ
E

[
1

N

N−1∑
k=0

(∆Akτ )
2

]
.

Proof.

E

[
1

N

N−1∑
k=0

∆Akτ (ĝkτ − ḡkτ )

]

=E

[
1

N

N−1∑
k=0

(
∆Akτ

(
ĝkτ − g0kτ

)
+∆Akτ

(
g0kτ − ḡkτ

))]

≤E

[
1

N

N−1∑
k=0

(
1

ϵ
(∆Akτ )

2 +
ϵ

4

(
ĝkτ − g0kτ

)2
+

1

2ϵ
(∆Akτ )

2 +
ϵ

2

(
g0kτ − ḡkτ

)2)]

=
ϵ

4
E
[
L̂g0

N (ĝ)
]
+

ϵ

2
E
[
L̂g0

N (ḡ)
]
+

3

2ϵ
E

[
1

N

N−1∑
k=0

(∆Akτ )
2

]
,

where the inequality is by AM-GM and the last equality is due to Assumption 6.

The following proof of the martingale noise term bound is inspired by the proof of (Schmidt-Hieber 2020, Lemma 4), where
i.i.d. Gaussian noise is considered for nonparametric regression.



Definition 8 (ϵ-covering). We define the ϵ-covering Fϵ of a function class F with respect to the norm ∥ · ∥ as the subset of F with
the smallest possible cardinality such that for any f ∈ F, there exists an f ′ ∈ Fϵ satisfying ∥f ′ − f∥ ≤ ϵ. The cardinality of Fϵ

is denoted by N (ϵ,F, ∥ · ∥).
For a fixed ρ > 0, let Gρ be the ρ-net of the function class G with respect to the norm ∥ · ∥∞, where ρ > 0. Without loss of

generality, we assume that N (ρ,G, ∥ · ∥∞) ≥ 2.
We now introduce the following exponential inequality for local martingales.

Lemma 12. Let Lt be a continuous local martingale and ⟨L⟩t be the corresponding quadratic variation of Lt. If E
[√

⟨L⟩t
]
> 0,

then for any t, y > 0,

E

[
y√

⟨L⟩t + y2
exp

(
L2
t

2 (⟨L⟩t + y2)

)]
≤ 1.

Moreover, then

E
[
exp

(
L2
t

4 (⟨L⟩t + E [⟨L⟩t])

)]
≤

√
2.

Proof. The result follows directly from (de la Peña, Klass, and Leung Lai 2004, Theorem 2.1) by setting A = Lt and B =
√

⟨L⟩t,
and noticing that

E
[
exp

(
λLt −

λ2

2
⟨L⟩t

)]
≤ E

[
exp

(
λL0 −

λ2

2
⟨L⟩0

)]
= 1

holds for any t ≥ 0 and λ ∈ R by (de la Peña, Klass, and Leung Lai 2004, Lemma 1.2). Especially, the second inequality follows
from

E
[
exp

(
L2
t

4 (⟨L⟩t + E [⟨L⟩t])

)]
≤ E

exp
 L2

t

4
(
⟨L⟩t +

(
E
[√

⟨L⟩t
])2)

 ≤
√
2.

Lemma 12 enables us to give the following concentration inequality for the martingale noise term.

Lemma 13. Let g′ ∈ Gρ such that ∥ĝ − g′∥∞ ≤ ρ, then for any ϵ > 0 and g ∈ Gρ, we have

E

[
1

N

N−1∑
k=0

∆Mkτ

(
g′kτ − g0kτ

)]
≤

6maxk
∣∣E [∆ ⟨M⟩kτ

∣∣Fkτ
0

]∣∣ logN (ρ,G, ∥ · ∥∞)

ϵN
+

ϵ

4
E
[
L̂g0

N (g′)
]
. (18)

Proof. First, for any g ∈ Gρ, we define the following local martingale

L[g − g0]t =

N−1∑
k=0

(gkτ − g0kτ )
(
Mt∧(k+1)τ −Mt∧kτ

)
,

for any t ≥ 0 so that the LHS of (18) is 1
NE

[
L[g − g0]T

]
.

By martingale representation theorem, (Mt)t≥0 as a continuous local martingale is an Itô integral and thus the corresponding
quadratic variation (⟨M⟩t)t≥0 exists. As a result, the quadratic variation of L[g − g0] is

⟨L[g − g0]⟩t =
N−1∑
k=0

(gkτ − g0kτ )
2
(
⟨M⟩t∧(k+1)τ − ⟨M⟩t∧kτ

)
.

Take y =
√
E [⟨L[g − g0]⟩T ] + η, where η > 0, we have by Lemma 12,

E

[
y√

⟨L[g − g0]⟩T + y2
exp

(
L[g − g0]2T

2 (⟨L[g − g0]⟩T + y2)

)]
≤ 1.



Therefore, by Jensen’s inequality and Cauchy-Schwarz, we have

expE
[

L[g′ − g0]2T
4 (⟨L[g′ − g0]⟩T + y2)

]
≤ E

[
exp

(
L[g′ − g0]2T

4 (⟨L[g′ − g0]⟩T + y2)

)]

≤

√√√√E

[
y√

⟨L[g′ − g0]⟩T + y2
exp

(
L[g′ − g0]2T

2 (⟨L[g′ − g0]⟩T + y2)

)]
E

[√
⟨L[g′ − g0]⟩T + y2

y

]

≤

√√√√∑
g∈Gρ

E

[
y√

⟨L[g − g0]⟩T + y2
exp

(
L[g − g0]2T

2 (⟨L[g − g0]⟩T + y2)

)]
E

[√
2y2 − η

y

]

≤
√
N (ρ,G, ∥ · ∥∞)

√
2,

where the second to last inequality is due to the fact g′ ∈ Gρ and thus the first expectation must be bounded by the summation
over all possible g ∈ Gρ.

Again by Cauchy-Schwarz,

1

N
E
[
L[g′ − g0]T

]
=

1

N
E

[
L[g′ − g0]T

2
√
⟨L[g′ − g0]⟩T + y2

2
√

⟨L[g′ − g0]⟩T + y2

]

≤

√
4

N2
E
[

L[g′ − g0]2T
4 (⟨L[g′ − g0]⟩T + y2)

]
E [⟨L[g′ − g0]⟩T + y2]

≤

√√√√2 logN (ρ,G, ∥ · ∥∞) + log 2

N2
E

[
2

N−1∑
k=0

(g′kτ − g0kτ )
2
∆ ⟨M⟩kτ + η

]
.

Finally, let η → 0,

1

N
E
[
L[g′ − g0]T

]
≤

√√√√3 logN (ρ,G, ∥ · ∥∞)

N2
2E

[
N−1∑
k=0

(g′kτ − g0kτ )
2
∆ ⟨M⟩kτ

]

≤

√√√√6 logN (ρ,G, ∥ · ∥∞)

N
max

k

∣∣E [∆ ⟨M⟩kτ
∣∣Fkτ

0

]∣∣E[ 1

N

N−1∑
k=0

(g′kτ − g0kτ )
2

]

≤
6maxk

∣∣E [∆ ⟨M⟩kτ
∣∣Fkτ

0

]∣∣ logN (ρ,G, ∥ · ∥∞)

ϵN
+

ϵ

4
E
[
L̂g0

N (g′)
]
,

where the second inequality is due to the tower property

E

[
N−1∑
k=0

(
g′kτ − g0kτ

)2
∆ ⟨M⟩kτ

]
=

N−1∑
k=0

E
[(
g′kτ − g0kτ

)2
∆ ⟨M⟩kτ

]
= E

[
N−1∑
k=0

E
[(
g′kτ − g0kτ

)2
∆ ⟨M⟩kτ

∣∣Fkτ
0

]]

= E

[
N−1∑
k=0

(
g′kτ − g0kτ

)2 E [∆ ⟨M⟩kτ
∣∣Fkτ

0

]]

≤ max
k

∣∣E [∆ ⟨M⟩kτ
∣∣Fkτ

0

]∣∣E[N−1∑
k=0

(
g′kτ − g0kτ

)2]
(19)

and the last inequality is by AM-GM.

It remains to bound the error by projecting the estimator ĝ to the ρ-covering Gρ, which is given by the following lemma.
Lemma 14. Let g′ ∈ Gρ such that ∥ĝ − g′∥∞ ≤ ρ, then

E

[
1

N

N−1∑
k=0

∆Mkτ (ĝkτ − g′kτ )

]
≤

√
4maxk

∣∣E [∆ ⟨M⟩kτ
∣∣Fkτ

0

]∣∣ ρ2 log 2
N

.



Proof. We will follow the notations in the proof of Lemma 13. If ⟨L[ĝ − g′]⟩T = 0, L[ĝ − g′]t = 0 almost everywhere and the
result holds trivially.

Now suppose ⟨L[ĝ − g′]⟩T > 0, applying Lemma 12 and Jensen’s inequality yields

E
[(

L[ĝ − g′]2T
4 (⟨L[ĝ − g′]⟩T + E [⟨L[ĝ − g′]⟩T ])

)]
≤ logE

[
exp

(
L[ĝ − g′]2T

4 (⟨L[ĝ − g′]⟩T + E [⟨L[ĝ − g′]⟩T ])

)]
≤ log 2

2
.

With a similar argument as in (19), we have

E [⟨L[ĝ − g′]⟩T ] = E

[
N−1∑
k=0

(ĝkτ − g′kτ )
2
∆ ⟨M⟩kτ

]

≤max
k

∣∣E [∆ ⟨M⟩kτ
∣∣Fkτ

0

]∣∣E[N−1∑
k=0

(ĝkτ − g′kτ )
2

]
≤ N max

k

∣∣E [∆ ⟨M⟩kτ
∣∣Fkτ

0

]∣∣ ρ2.
Therefore, we have

1

N
E [L[ĝ − g′]T ] =

1

N
E

[
L[ĝ − g′]T

2
√
⟨L[ĝ − g′]⟩T + E [⟨L[ĝ − g′]⟩T ]

2
√
⟨L[ĝ − g′]⟩T + E [⟨L[ĝ − g′]⟩T ]

]

≤ 2

N

√
E
[

L[ĝ − g′]2T
4 (⟨L[ĝ − g′]⟩T + E [⟨L[ĝ − g′]⟩T ])

]
2E [⟨L[ĝ − g′]⟩T ]

≤

√
4maxk

∣∣E [∆ ⟨M⟩kτ
∣∣Fkτ

0

]∣∣ ρ2 log 2
N

.

Now we are ready to present the proof of Theorem 7.

Proof of Theorem 7. Plug Lemma 11, 13, and 14 into Lemma 10, we have

E
[
L̂g0

N (ĝ)
]
≤E

[
L̂g0

N (ḡ)
]
+

2

N
E

[
N−1∑
k=0

∆Akτ (ĝkτ − ḡkτ )

]
+

2

N
E

[
N−1∑
k=0

∆Mkτ

(
ĝkτ − g0kτ

)]

≤E
[
L̂g0

N (ḡ)
]
+

2

N
E

[
N−1∑
k=0

∆Akτ (ĝkτ − ḡkτ )

]

+
2

N
E

[
N−1∑
k=0

∆Mkτ (ĝkτ − g′kτ )

]
+

2

N
E

[
N−1∑
k=0

∆Mkτ

(
g′kτ − g0kτ

)]

≤E
[
L̂g0

N (ḡ)
]
+

ϵ

2
E
[
L̂g0

N (ĝ)
]
+ ϵE

[
L̂g0

N (ḡ)
]
+

3

ϵ
E

[
1

N

N−1∑
k=0

(∆Akτ )
2

]

+
12maxk

∣∣E [∆ ⟨M⟩kτ
∣∣Fkτ

0

]∣∣ logN (ρ,G, ∥ · ∥∞)

ϵN
+

ϵ

2
L̂N (g)

+ 2

√
4maxk

∣∣E [∆ ⟨M⟩kτ
∣∣Fkτ

0

]∣∣ ρ2 log 2
N

.

Then we rearrange the terms and take infimum over all ḡ,∈ G,

E
[
L̂g0

N (ĝ)
]
≤ 1 + ϵ

1− ϵ
inf
ḡ∈G

E
[
L̂g0

N (ḡ)
]
+

3

ϵ
E

[
1

N

N−1∑
k=0

(∆Akτ )
2

]

+
12maxk

∣∣E [∆ ⟨M⟩kτ
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ϵN
+ 2

√
4maxk
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∣∣Fkτ
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]∣∣ ρ2 log 2
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≤ 1 + ϵ

1− ϵ
inf
ḡ∈G

E
[
L̂g0

N (ḡ)
]
+

3CA

ϵ
τ +

12CM logN (ρ,G, ∥ · ∥∞)

ϵNτγ
+ 2

√
4CMρ2 log 2

Nτγ
,



where the last inequality is by Assumption 6 and 7.

A.3 Proof of Theorem 8
Before we present the proof, we introduce the following lemma concerning the complexity of the sparse neural network function
class, which will serve as the fundamental building block of our proof via local Rademacher arguments.
Lemma 15 (log-covering number of N(L,p, S,M) (Schmidt-Hieber 2020, Lemma 5)).

logN (ρ,N(L,p, S,∞), ∥ · ∥∞) ≤ (S + 1) log
(
22L+5ρ−1(L+ 1)d2(S + 1)2L

)
.

In fact, the Rademacher complexity RN (F) can be bounded by log-covering number via the following lemma.
Lemma 16 (Localized Dudley’s theorem). For any function class F,

RN (F) ≤ Eµ⊗N

[
inf
ρ>0

(
4ρ+ 12

∫ ∞

ρ

√
logN (u,F, ∥ · ∥2,S)

N
du

)]
,

where the expectation in the definition of RN (F) is taken over a sample set S of N i.i.d. samples X1, · · · , XN drawn from a
distribution µ, and ∥ · ∥2,S denotes the L2 norm with respect to the empirical measure 1

N

∑N
i=1 δ(x−Xi).

The following lemma will also be used in the proof of Theorem 8.
Lemma 17 (Talagrand’s contraction lemma). Let ϕ : R → R be a L-Lipschitz continuous function and F be a function class,
then

RN (F) ≤ LRN (ϕ ◦ F),
where ϕ ◦ F = {ϕ ◦ f |f ∈ F}.

With all lemmas aforementioned, we first bound the local Rademacher complexity of the sparse neural network class
N(L,p, S,M).
Lemma 18 (Local Rademacher complexity of N(L,p, S,M)). The local Rademacher complexity of the sparse neural network
class N(L,p, S,M)

RN ({ℓ ◦ g|g ∈ N(L,p, S,M),EΠ̃[ℓ ◦ g] ≤ r})
as appeared in Theorem 6 is bounded by the sub-root function

ϕ(r) ≤32M

N
+ 96M

√
r(S + 1) log

(
22L+5N(L+ 1)d2(S + 1)2L

)
N

+
2304M2(S + 1) log

(
22L+5N(L+ 1)d2(S + 1)2L

)
N

,

with the fixed point r∗ bounded by

r∗ ≤
64M + 18432M2(S + 1) log

(
22L+5N(L+ 1)d2(S + 1)2L

)
N

.

Proof. First, by applying Talagrand’s contraction lemma with Assumption 2b, and the localized Dudley’s theorem, we have

RN ({ℓ ◦ g|g ∈ N(L,p, S,M),EΠ̃[ℓ ◦ g] ≤ r})
≤4MRN

({
g − g0

∣∣g ∈ N(L,p, S,M),EΠ̃[(g − g0)2] ≤ r
})

≤4MEΠ⊗N

 inf
ρ>0

4ρ+ 12

∫ √
r̂

ρ

√
logN

(
u,
{
g − g0

∣∣g ∈ N(L,p, S,M),EΠ̃[(g − g0)2] ≤ r
}
, ∥ · ∥2,S

)
N

du

 ,

(20)

where the empirical localization radius depending on the sample set S ∼ Π⊗N is defined as

r̂ := sup
g∈N(L,p,S,M),EΠ̃[(g−g0)2]≤r

∥g − g0∥22,S ,

and the last inequality is due to the fact that whenever u >
√
r̂, the u-covering number with respect to ∥ · ∥2,S is exactly 1 and

the integrand thus vanishes.



By choosing ρ = 1
N on the RHS of (20), we have

inf
ρ>0

4ρ+ 12

∫ √
r̂

ρ

√
logN

(
u,
{
g − g0

∣∣g ∈ N(L,p, S,M),EΠ̃[(g − g0)2] ≤ r
}
, ∥ · ∥2,S

)
N

du


≤ 4

N
+ 12

∫ √
r̂

1/N

√
logN

(
u,
{
g − g0

∣∣g ∈ N(L,p, S,M),EΠ̃[(g − g0)2] ≤ r
}
, ∥ · ∥2,S

)
N

du

≤ 4

N
+ 12

∫ √
r̂

1/N

√
logN

(
u,
{
g − g0|g ∈ N(L,p, S,M)

}
, ∥ · ∥2,S

)
N

du

≤ 4

N
+ 12

∫ √
r̂

1/N

√
logN (u,N(L,p, S,M), ∥ · ∥∞)

N
du

≤ 4

N
+ 12

∫ √
r̂

1/N

√
(S + 1) log

(
22L+5u−1(L+ 1)d2(S + 1)2L

)
N

du

≤ 4

N
+ 12

√
r̂

√
(S + 1) log

(
22L+5N(L+ 1)d2(S + 1)2L

)
N

,

where the third inequality is because of ∥ · ∥2,S ≤ ∥ · ∥∞, and the second to last equality is by Lemma 15.

Now set

ϕ(r) = 4MEΠ⊗N

 4

N
+ 12

√
r̂

√
(S + 1) log

(
22L+5N(L+ 1)d2(S + 1)2L

)
N

 , (21)

then

RN

({
ℓ ◦ g|g ∈ N(L,p, S,M),EΠ̃[ℓ ◦ g] ≤ r

})
≤ ϕ(r)

following the reasoning above.

Now we turn to bound the empirical localization radius r̂ again by the local Rademacher complexity.

EΠ⊗N [r̂] = EΠ⊗N

[
sup

g∈N(L,p,S,M),EΠ̃[(g−g0)2]≤r

∥g − g0∥22,S

]

= EΠ⊗N

[
sup

g∈N(L,p,S,M),EΠ̃[(g−g0)2]≤r

1

N

N∑
i=1

(
g(Xi)− g0(Xi)

)2]

= EΠ⊗N

[
sup

g∈N(L,p,S,M),EΠ̃[(g−g0)2]≤r

1

N

N∑
i=1

((
g(Xi)− g0(Xi)

)2 − EΠ̃

[
(g − g0)2

])]
+ r

≤ 2RN

({
(g − g0)2|g ∈ N(L,p, S,M),EΠ̃[(g − g0)2] ≤ r

})
+ r ≤ 2ϕ(r) + r,

where the last inequality is by symmetrization (Boucheron, Lugosi, and Massart 2013).



Then from (21), we have by Jensen’s inequality,

ϕ(r) ≤4M

 4

N
+ 12

√
EΠ⊗N [r̂]

√
(S + 1) log

(
22L+5N(L+ 1)d2(S + 1)2L

)
N


≤4M

 4

N
+ 12

√
2ϕ(r) + r

√
(S + 1) log

(
22L+5N(L+ 1)d2(S + 1)2L

)
N


≤4M

 4

N
+ 12

(√
r +

√
2ϕ(r)

)√ (S + 1) log
(
22L+5N(L+ 1)d2(S + 1)2L

)
N


≤16M

N
+ 48M

√
r(S + 1) log

(
22L+5N(L+ 1)d2(S + 1)2L

)
N

+
ϕ(r)

2
+

2304M2(S + 1) log
(
22L+5N(L+ 1)d2(S + 1)2L

)
N

,

from which we deduce that

RN

({
ℓ ◦ g|g ∈ N(L,p, S,M),EΠ̃[ℓ ◦ g] ≤ r

})
≤ϕ(r) ≤ 32M

N
+ 96M

√
r(S + 1) log

(
22L+5N(L+ 1)d2(S + 1)2L

)
N

+
4608M2(S + 1) log

(
22L+5N(L+ 1)d2(S + 1)2L

)
N

,

which is clearly a sub-root function. Furthermore, by direct calculation, the fixed point r∗ of ϕ(r) satisfies

r∗ ≤
64M + 18432M2(S + 1) log

(
22L+5N(L+ 1)d2(S + 1)2L

)
N

,

which concludes the proof.

The following lemma describes the approximation capability of N(L,p, S,∞):

Lemma 19 (Approximation error of N(L,p, S,∞) (Schmidt-Hieber 2020, Theorem 5)). For any g ∈ Cs(Ω,M) and any integer
m ≥ 1 and K ≥ (s+ 1)d ∨ (M + 1)ed, there exists ḡ ∈ N(L,p, S,∞), where

L = 8 + (m+ 5)(1 + ⌈log2(d ∨ s)⌉)
p = (d, 6(d+ ⌈s⌉)K, · · · , 6(d+ ⌈s⌉)K, 1)

S ≤ 141(d+ s+ 1)3+rK(m+ 6),

such that
∥ḡ − g∥L∞(Ω) ≤ (2M + 1)(1 + d2 + s2)6dK2−m +M3sK−s/d.

With all the above preparations, we are ready to prove Theorem 8.

Proof of Theorem 8. Choose m to be the smallest integer such that K2−m ≤ K−s/d, i.e.

m =

⌈
(1 + s/d) logK

log 2

⌉
≲ logK,

by Lemma 19, for any g ∈ Cs(Ω,M), there exists ḡ ∈ N(L,p, S,∞), where

L ≲ logK, ∥p∥∞ ≲ K, S ≲ K logK, (22)

such that
∥ḡ − g∥L∞(Ω) ≲ K−s/d.



Thus in Lemma 18, we have

r∗ ≲
M +M2(K logK + 1) ((2 logK + 5) log 2 + logN + log(logK + 1) + 2 log d+ 2 logK log(K logK + 1))

N

≲
K logK(logK log(K logK) + logN)

N
≲

K log3 K +K logK logN

N
.

In Theorem 6, we take δ′ = Nβ(lτ) = N−α with an arbitrary α > 0, i.e.

l =
logMΠ̃ + (1 + α) logN

CΠ̃τ
≲

logN

τ
.

Then with probability at least 1− 2N−α, we have

Lg0

Π̃
(ĝ) ≤ 1

1− ϵ
L̂g0

N (ĝ) +
176

M2ϵ
r∗ +

l (44ϵ+ 104)M2 log (lNα)

ϵN

≲L̂g0

N (ĝ) +
K log3 K +K logK logN

N
+

log2 N

Nτ
.

In Lemma 15, take ρ = 1/N and L, p, and S as in (22), we have

logN (ρ,N(L,p, S,∞), ∥ · ∥∞) ≤ K log3 K +K logK logN,

and thus in Theorem 7 with also ρ = 1/N ,

E
[
L̂g0

N (ĝ)
]
≲ inf

ĝ∈G
E
[
L̂g0

N (ĝ)
]
+ τ +

logN (1/N,N(L,p, S,M), ∥ · ∥∞)

Nτγ
+

√
ρ2

Nτγ

≲ inf
ĝ∈G

∥ĝ − g0∥2∞ + τ +
logN (1/N,N(L,p, S,∞), ∥ · ∥∞)

Nτγ
+

√
1

N3τγ

≲K−2s/d + τ +
K log3 K +K logK logN

Nτγ
+

1

N
,

where we used Nτγ ≥ Nτ ≥ 1.
Finally, we conclude

E
[
Lg0

Π̃
(ĝ)
]
≲E

[
L̂g0

N (ĝ)
]
+

K log3 K +K logK logN

N
+

log2 N

Nτ

≲K−2s/d + τ +
K log3 K +K logK logN

N(τγ ∧ 1)
+

1

N
+

log2 N

Nτ

≲ (N(τγ ∧ 1))
− 2s

2s+d log3(N(τγ ∧ 1)) + τ +
log2 N

Nτ
,

by taking K ≍ (N(τγ ∧ 1))
d

2s+d .

B Detailed Proofs of Section 3.3
In this section, we present the detailed proofs of the results in Section 3.3, including Theorem 3 and Theorem 4. Both proofs
are based on Theorem 8 that we have proved in Appendix A. Specifically, we would like to verify the conditions of Theorem 8
for the drift and diffusion estimation problems, respectively. To this end, we first compute the noise ∆Zkτ of the drift and
diffusion estimators as in (10), analyze its decomposition into the bias term ∆Akτ and the variance term ∆Mkτ , and then verify
Assumption 6 and find the exponent γ in Assumption 7 for both drift and diffusion estimators.

Lemma 20. For s ∈ [kτ, (k + 1)τ ],

E
[
∥xt − xkτ∥2 | Fkτ

0

]
≤ eτ (M2d+ 2Md2)(t− kτ).



Proof. By Itô’s formula, we have for s ∈ [kτ, (k + 1)τ ],

d∥xs − xkτ∥2 = 2(xs − xkτ )
⊤dxs + dd⟨xs − xkτ ,xs − xkτ ⟩

= 2(xs − xkτ )
⊤ (bsds+Σsdws) + dd⟨xs − xkτ ,xs − xkτ ⟩

= 2(xs − xkτ )
⊤ (bsds+Σsdws) + dtr

(
Σ⊤

s Σs

)
ds

=
(
2(xs − xkτ )

⊤bs + 2dtrDs

)
ds+ 2(xs − xkτ )

⊤Σsdws.

Therefore for any t ∈ [kτ, (k + 1)τ ],

E
[
∥xt − xkτ∥2 | Fkτ

0

]
= E

[∫ t

kτ

(
2(xs − xkτ )

⊤bs + 2dtrDs

)
ds

∣∣∣∣Fkτ
0

]
≤ (M2d+ 2Md)(t− kτ) +

∫ t

kτ

E
[
∥xs − xkτ∥2 | Fkτ

0

]
ds,

and by Gronwall’s inequality, we have

E
[
∥xt − xkτ∥2 | Fkτ

0

]
≤ eτ (M2d+ 2Md2)(t− kτ).

B.1 Proof of Theorem 3
As a warm-up for the proof of Theorem 4, we first prove the corresponding upper bound for drift estimation:

Proof of Theorem 3. Suppose that 1 ≤ i ≤ d. Let bit, the i-th component of the drift bt, be our target function g0. We also use
Zi
t , Ai

t, and M i
t to denote the corresponding noise terms.

For any 0 ≤ k ≤ N − 1, we have by Itô’s formula,

xi
(k+1)τ − xi

kτ

τ
= bikτ +

1

τ

∫ (k+1)τ

kτ

(
bit − bikτ

)
dt+

1

τ

∫ (k+1)τ

kτ

Σi
tdwt,

and compare the estimated empirical loss for drift inference (5) with the general form (10), we have

∆Zi
kτ =

1

τ

∫ (k+1)τ

kτ

(
bit − bikτ

)
dt+

1

τ

∫ (k+1)τ

kτ

Σi
tdwt.

By definition, we also have

∆Ai
kτ = E

[
1

τ

∫ (k+1)τ

kτ

(
bit − bikτ

)
dt

]
, ∆M i

kτ =
1

τ

∫ (k+1)τ

kτ

Σi
tdwt.

The following simple argument

∆
〈
M i
〉
kτ

=
1

τ2

∫ (k+1)τ

kτ

∥Σi
t∥22dt ≤ M2dτ−1

validates Assumption 7 with γ = 1.
Also, by Cauchy-Schwarz and Lemma 20, we have

E
[(
∆Ai

kτ

)2 ∣∣Fkτ
0

]
≤E

 1

τ2

(∫ (k+1)τ

kτ

(
bit − bikτ

)
dt

)2 ∣∣∣∣Fkτ
0


≤E

[
1

τ

∫ (k+1)τ

kτ

(
bit − bikτ

)2
dt

∣∣∣∣Fkτ
0

]

≤E

[
M2

τ

∫ (k+1)τ

kτ

∥xt − xkτ∥2 dt
∣∣∣∣Fkτ

0

]

≤1

τ

∫ (k+1)τ

kτ

eτ (M2d+ 2Md2)(t− kτ)dt

≤1

2
eτ (M2d+ 2Md2)τ,



and Assumption 6 is thus satisfied.
Finally, we apply Theorem 8 to g0 = bi, and obtain the final rate

E
[
L̂g0

N (b̂i)
]
≲ (Nτ)

− 2s
2s+d log3(Nτ) + τ +

log2 N

Nτ

≲T− 2s
2s+d log3 T + τ,

and the proof is thus complete by repeating for all 1 ≤ i ≤ d.

B.2 Proof of Theorem 4
The proof for diffusion estimation requires a even more delicate analysis on the dynamics of the SDE (1).

Proof of Theorem 4. Following the notations introduced in the proof of Theorem 4, for 1 ≤ i, j ≤ d, let Dij be the target
function and Zij , Aij , M ij be the corresponding noise terms.

For any 0 ≤ k ≤ N − 1, define the following auxiliary process for s ∈ [0, τ ],

Y i
k,s := xi

kτ+s − xi
kτ − b̂ikτs =

∫ kτ+s

kτ

(
bit − b̂ikτ

)
dt+

∫ kτ+s

kτ

Σi
tdwt, (23)

where Σi denotes the i-th row of Σ (a row vector). Plugging (23) into the estimated empirical loss for diffusion estimation (6),
we have by definition

∆Zij
kτ = (2τ)−1Y i

k,τY
j
k,τ −Dij

kτ

∆Aij
kτ = (2τ)−1E

[
Y i
k,τY

j
k,τ

]
−Dij

kτ

∆
〈
M ij

〉
kτ

= (2τ)−2
〈
Y i
kY

j
k

〉
τ
.

The process Y i
k,s satisfies the following SDE:

dY i
k,s =

(
bikτ+s − b̂ikτ

)
ds+Σi

kτ+sdws.

By Itô’s formula, the process
(
Y i
k,sY

j
k,s

)
0≤s≤τ

as the product of Y i
k,s and Y j

k,s also satisfies an SDE as follows:

d
(
Y i
k,sY

j
k,s

)
= Y i

k,sdY
j
k,s + Y j

k,sdY
i
k,s + d

〈
Y i
k,s, Y

j
k,s

〉
=

[
Y i
k,s

(
bjkτ+s − b̂jkτ

)
+ Y j

k,s

(
bikτ+s − b̂ikτ

)
+Σi

kτ+s

(
Σj

kτ+s

)⊤]
ds+

[
Y i
k,sΣ

j
kτ+s + Y j

k,sΣ
i
kτ+s

]
dws

with its quadratic variation satisfying

d
〈
Y i
kY

j
k

〉
s
=
∣∣∣Y i

k,sΣ
j
kτ+s + Y j

k,sΣ
i
kτ+s

∣∣∣2 ds.
By direct calculation, we have

E
[
Y i
k,sY

j
k,s

∣∣Fkτ
0

]
=E

[∫ s

0

(∫ s1

0

(
bikτ+s2 − b̂ikτ

)
ds2 +

∫ s1

0

Σi
kτ+s2dws2

)(
bjkτ+s1

− b̂jkτ

)
ds1

∣∣∣∣Fkτ
0

]
+E

[∫ s

0

(∫ s2

0

(
bjkτ+s1

− b̂jkτ

)
ds1 +

∫ s2

0

Σj
kτ+s1

dws1

)(
bikτ+s2 − b̂ikτ

)
ds2

∣∣∣∣Fkτ
0

]
+E

[∫ s

0

Σi
kτ+s′

(
Σj

kτ+s′ −Σj
kτ

)⊤
+
(
Σi

kτ+s′ −Σi
kτ

) (
Σj

kτ

)⊤
ds′
∣∣∣∣Fkτ

0

]
+ sΣi

kτ

(
Σj

kτ

)⊤
=

∫ s

0

∫ s

0

E
[(

bikτ+s1 − b̂ikτ

)(
bjkτ+s2

− b̂jkτ

) ∣∣∣∣Fkτ
0

]
ds1ds2

+ E
[∫ s

0

Σi
kτ+s′

(
Σj

kτ+s′ −Σj
kτ

)⊤
+
(
Σi

kτ+s′ −Σi
kτ

) (
Σj

kτ

)⊤
ds′
∣∣∣∣Fkτ

0

]
+ 2sDij

kτ .

(24)



For the first term of (24), we have the following bound by applying Cauchy-Schwarz

(∫ s

0

∫ s

0

E
[(

bikτ+s1 − b̂ikτ

)(
bjkτ+s2

− b̂jkτ

) ∣∣∣∣Fkτ
0

]
ds1ds2

)2

≲

(∫ s

0

∫ s

0

E
[(
bikτ+s1 − bikτ

) (
bjkτ+s2

− bjkτ

) ∣∣∣∣Fkτ
0

]
ds1ds2

)2

+

(∫ s

0

∫ s

0

E
[(

bikτ − b̂ikτ

)(
bjkτ+s2

− bjkτ

) ∣∣∣∣Fkτ
0

]
ds1ds2

)2

+

(∫ s

0

∫ s

0

E
[(
bikτ+s1 − bikτ

) (
bjkτ − b̂jkτ

) ∣∣∣∣Fkτ
0

]
ds1ds2

)2

+

(∫ s

0

∫ s

0

E
[(

bikτ − b̂ikτ

)(
bjkτ − b̂jkτ

) ∣∣∣∣Fkτ
0

]
ds1ds2

)2

≲s2
∫ s

0

∫ s

0

E
[
∥xkτ+s1 − xkτ∥2∥xkτ+s2 − xkτ∥2|Fkτ

0

]
ds1ds2

+s3
(
bikτ − b̂ikτ

)2 ∫ s

0

E
[
∥xkτ+s1 − xkτ∥2|Fkτ

0

]
ds1

+s3
(
bjkτ − b̂jkτ

)2 ∫ s

0

E
[
∥xkτ+s2 − xkτ∥2|Fkτ

0

]
ds2 + s4

(
bikτ − b̂ikτ

)2 (
bjkτ − b̂jkτ

)2
≲s6 + s5

[(
bikτ − b̂ikτ

)2
+
(
bjkτ − b̂jkτ

)2]
+ s4

(
bikτ − b̂ikτ

)2 (
bjkτ − b̂jkτ

)2
,

where the last inequality follows from Lemma 20.
For the second term of (24),

(
E
[∫ s

0

Σi
kτ+s′

(
Σj

kτ+s′ −Σj
kτ

)⊤
+
(
Σi

kτ+s′ −Σi
kτ

) (
Σj

kτ

)⊤
ds′
∣∣∣∣Fkτ

0

])2

≤E

[(∫ s

0

Σi
kτ+s′

(
Σj

kτ+s′ −Σj
kτ

)⊤
+
(
Σi

kτ+s′ −Σi
kτ

) (
Σj

kτ

)⊤
ds′
)2 ∣∣∣∣Fkτ

0

]

≲s

∫ s

0

E
[∥∥∥Σj

kτ+s′ −Σj
kτ

∥∥∥2 ∣∣∣∣Fkτ
0

]
ds′ + s

∫ s

0

E
[∥∥Σi

kτ+s′ −Σi
kτ

∥∥2 ∣∣∣∣Fkτ
0

]
ds′

≲s

∫ s

0

E
[
∥xkτ+s′ − xkτ∥2

]
ds′ = s3.

(25)

Combining the two estimations above, we have

(
E
[(

Y i
k,sY

j
k,s

) ∣∣Fkτ
0

])2
≲s6 + s5

[(
bikτ − b̂ikτ

)2
+
(
bjkτ − b̂jkτ

)2]
+ s4

(
bikτ − b̂ikτ

)2 (
bjkτ − b̂jkτ

)2
+ s3 + s2

(
Dij

k

)2
≲ s2,

(26)

and thus

E

[
1

N

N−1∑
k=0

(∆Akτ )
2

]
= E

[
1

N

N−1∑
k=0

(
(2τ)−1E

[
Y i
k,τY

j
k,τ

∣∣Fkτ
0

]
−Dij

kτ

)2]

≲τ−2

(
τ6 + τ5

[(
bikτ − b̂ikτ

)2
+
(
bjkτ − b̂jkτ

)2]
+ τ4

(
bikτ − b̂ikτ

)2 (
bjkτ − b̂jkτ

)2
+ τ3

)
≲ τ,

confirming Assumption 6 for diffusion estimation.



Moreover, Assumption 7 is also satisfied with γ = 0 by checking

E
[
∆
〈
M ij

〉
kτ

∣∣Fkτ
0

]
= E

[
(2τ)−2

〈
Y i
kY

j
k

〉
τ

∣∣Fkτ
0

]
= (2τ)−2

∫ τ

0

E
[∣∣∣Y i

k,sΣ
j
s + Y j

k,sΣ
i
s

∣∣∣2 ∣∣Fkτ
0

]
ds

≲ τ−2

∫ τ

0

E
[(
Y i
k,s

)2
+
(
Y j
k,s

)2 ∣∣Fkτ
0

]
ds

≲ τ−2

√
τ

∫ τ

0

(
E
[
(Y i

k,s)
2
])2

ds

≲ τ−2

√
τ

∫ τ

0

s2ds ≲ 1,

where the second to last inequality is by taking i = j in (26).
Finally, we apply Theorem 8 to g0 = Dij , and obtain the final rate

E
[
L̂g0

N (D̂ij)
]
≲ N− 2s

2s+d log3 N + τ +
log2 N

Nτ
≲ N− 2s

2s+d log3 N + τ +
log2 N

T
.

The proof is thus complete by repeating for all 1 ≤ i, j ≤ d.

Remark 8. In Algorithm 1, we used the estimator b̂ obtained in the first step as an approximation of the true drift b in
L̃D
N (D̄; (xkτ )

N
k=0, b̂). It turns out that this approximation does not affect the overall convergence rate, since we concluded that

the leading bias term is (25), which is caused by the finite resolution of the observations. However, an accurate estiamtor b̂
would reduce the variance indeed and thus improve the performance of the neural diffusion estiamtor.


